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Abstract

II/VI-type semiconductors, such as Cadmium Sulfide, are widely re-
searched for their intriguing properties exhibited by the introduction of
impurities in the crude structure. In this study, CdS was investigated
through VASP calculations employing various approximations to deter-
mine the different effects of introducing main group element impurities
in the material., such as the band gap, absorption, magnetic properties,
etc. The goal of introducing various impurities, or doping, was to ob-
serve the unique properties exhibited by the doped material considering
the various applications and uses, such as photovoltaic cells, optoelectron-
ics (LEDs, laser diodes, etc.), pigments, photoresistors, gas sensors, etc.
The impurity concentrations were examined for both structures of CdS,
(WZ) and (ZB), with lattice parameters a = 4.136 Å and c = 6.714 Å for
(WZ) and a = 5.819 Å for (ZB). A magnetic moment was measured in the
lower concentration cells for most dopant atoms due to the increased dis-
tance between the impurities, thereby diminishing the impurity-coupled
interactions; hence, maximizing the magnetic moment. Notably, nitrogen
appeared to be the only dopant that had a suppressed magnetic moment
due to the stronger interactions between it and the surrounding atoms.
These findings demonstrate the intricate interactions between the dopant
and pure atoms and the effect it has on the material’s properties such as
the band structure.

1 Introduction

Cadmium sulfide is an inorganic salt that exhibits two different crystal structures
(see Figure 1 and 2): hexagonal wurtzite (WZ) and cubic zincblende (ZB). The
choice between the two lattices determines the materials’ various properties and
applications, e.g. differences in the symmetry of the two structures, symmetri-
cal (ZB) and unsymmetrical (WZ), results in variation in the band structure;
band gap for (WZ) and (ZB) is 2.4 eV and 1.7 eV, respectively. Based on the
total energy minimization approach, we note how the wurtzite structure is the
predominant state and the ground state structure under normal conditions [2],
with a band gap of 2.4 eV. Of the two structures, the wurtzite structure is the
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most stable configuration [3], stemming from the hexagonal-closest packed (hcp)
geometry. The closely packed atoms arranged in the hexagonal configuration
maximize the packing efficiency, aiding in minimizing empty spaces in the lattice
and reducing the overall energy of the system; hence, the (WZ) structure has a
lower energy than the (ZB) structure. The total energy minimization approach
entails finding a specific arrangement of atoms that results in the total energy
of the lattice being minimum, starting from an initial configuration determined
by experimental data. The total energy is first calculated using density func-
tional theory (DFT), followed by adjustments in atom positions to minimize the
energy of the system. Once the total energy is determined, we can proceed to
minimize the total energy to determine the ground state. From [4], we have the
following experimental lattice parameters a = 4.136 Å and c = 6.714 Å for the
wurtzite structure. The lattice parameters, despite their seemingly subtle na-
ture, play a major role in determining the various properties of these materials.
Minimal changes in the lattice parameters drastically affect the band structure
of CdS, which has a direct effect on the electrical conductivity and optical ab-
sorption. Furthermore, mechanical changes are also a direct result of sensitive
changes in the parameters. This changes the interatomic distance between the
two atoms, which influences the bond strength; hence resulting in changes in
various mechanical properties e.g. mechanical strength, stiffness, elastic con-
stants, etc. Furthermore, when the same wurtzite structure is under 2.7 GPa, it
is transformed into the zincblende structure [5], where the atoms are arranged
in a face-centered cubic (fcc) configuration with experimental lattice parameter
5.819 Å. This deformation changes various aspects of the structure; its exper-
imental band gap energy is found to be 1.7 eV. The difference in band gap
energy is a result of the different orbital characters exhibited by the zincblende
states (p-d and s states), where the presence of more s-characters in Cd and S
atoms is a result of the fcc configuration with alternating layers of Cd and S
ions. Consequently, there is a weakened repulsion between the conduction and
valence bands, and the band gap is diminished slightly [6]. article graphicx

Figure 1: (a) WZ

article graphicx
In addition to the innate properties impacted by the varying lattice param-
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Figure 2: (b) ZB

Structure (CdS) Dimensions (Å) Number of atoms
ZB 8.25 x 8.25 x 8.25 16
ZB 11.66 x 11.66 x 11.66 64
WZ 8.32 x 8.32 x 6.77 16
WZ 12.48 x 12.48 x 13.51 72

Table 1: Dimensions and cell size used to simulate different impurity concen-
trations on CdS

eters, doping the lattice structure of CdS with main group elements (e.g. C, B,
N, Al, Si, Ge, Ga) adds an additional layer of complexity to the properties and
behavior. Doping is referred to as the addition of an impurity into the undoped
lattice, varying in impurity concentrations depending on the size and dimen-
sions of the structure used (see Table 1.). When we dope a pure structure with
an impurity such as Aluminum—which doesn’t have enough electrons to form
4 bonds with the structure—this doped structure is a p-type semiconductor,
with the presence of holes because of dopant atom accepting electrons, leaving
a positive charge (hole). These vacancies can be moved around the structure,
which is how conductivity increases in the structure. An n-type semiconductor
is one in which the dopant in the structure has excess electrons, hence, being
the source of conductivity through the movement of unbonded electrons in the
conduction zone. In our case, the lattice of interest is the carbon doped struc-
ture, which could be either an n-type or p-type depending on factors such as
impurity concentration, temperature, the crystal structure, etc. Furthermore,
the type of doping being investigated is known as anion doping, where the sul-
fur anion is replaced by a dopant molecule. Cation doping involves substituting
cadmium by a dopant. In the present work, simulations of different impurity
concentrations were constructed using varying dimensions to simulate different
concentrations based on the number of dopant atoms per pure CdS atoms.

In each supercell seen in Table 1, one sulfur atom is replaced by the main
group impurities. Lower impurity concentrations were performed on a 64 and
72-atom supercells for (ZB) and (WZ), respectively. Higher impurity concen-
trations were performed on a 16-atom supercell for both (ZB) and (WZ). In
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the simulation of the 16 and 64-atom (ZB) supercell, the atoms interact with
the impurities and are coupled (can interact with nearing neighbors) due to
the proximity between the two. More specifically, the 3 interactions that are
present are the interaction between the impurities, interaction between the im-
purities and nearest neighbor (NN = Cd), and interaction between impurities
and next nearest neighbor (NNN = S). These interactions result in a wider
impurity band, especially in higher dopant concentrations where the interac-
tions are more prevalent. Furthermore, the presence of a wide impurity band
can enhance the conductivity of the material [7]. Results show that only the
carbon-doped CdS manifested a magnetic moment in second period substitu-
tions (i.e. B, C, N), a consequence due to the holes introduced into the system
(absence of an electron in atom - positive charge). This results in the p-bands
in carbon to split magnetically, resulting in a magnetic moment of 2 µB. Sim-
ilarly, for Si and Ga substitutions, two holes were introduced which also gave
rise to a magnetic moment. When simulating the wurtzite structure of CdS, the
same simulations were performed but on the 16 and 72-atom (WZ) supercells
(Table. 1 for dimensions), simulating high and low concentration, respectively.
The outcome of the calculations on the carbon doped structure were similar to
that of the (ZB) structure, where a magnetic moment is present due to stronger
spin polarization observed in carbon-like compounds of light nature. Results
showed that as the distance between the NN/NNN and dopants increases, there
is a corresponding diminishing amount the coupled interactions between the
impurities, which explains the magnetic moment found in most systems other
than nitrogen doped.

2 History of Density Functional Theory (DFT)

Density functional theory (DFT) is a popular technique used across multiple
disciplines such as computational chemistry, biology, and solid-state physics in
the investigation of the electronic structure of complex systems and the various
properties they exhibit. It was introduced in 1964, where two physicists: Pierre
Hohenberg and Walter Kohn, published a paper where they proposed that the
correlation and exchange energies in systems of uniform electron gas density
(LDA) can be approximated from the total electron density [8]. It all happened
when they met each other and worked together to develop the now known
Hohenberg-Kohn (HK) theorem in DFT, which is used to determine the ground
state from the electron density. About a year after the publication of HK, Kohn
along with his student, Lu Sham, formulated the Kohn-Sham (KS) equations.
The equations aim to determine the exchange-correlation (XC) potential E/(r),
where the exchange describes the effect associated with placing two electrons of
the same spin in the same region (comes from Pauli exclusion principle), and the
correlation considers the repulsive nature of electrons because of the coulombic
interaction.

Over the following decades, several XC functionals were developed to fur-
ther improve the calculations for the XC energy, all varying in computational

4



difficulty and the accuracy of the results, which can often be conceptualized by
Jacob’s ladder of DFT. As we ascend the ladder—starting with LDA, followed
by the more sophisticated GGA, which introduces the gradient of the electron
density , meta-GGA, which is an extension of GGA by taking the Laplacian of
the electron density 2, hybrid functionals, such as HSE06, and double hybrid
functionals—we obtain better approximations from the one’s trailing behind.
Additionally, the self-consistent interaction that arises due to the interacting
d and f electrons in calculations in GGA and LDA can be avoided by the ad-
dition of the Hubbard constant U [9]. This additional term cancels out the
self-consistent interaction energy, which yields accurate results for the defect
formation energy. These are just a few of the many reasons which make DFT
superior to Hartree-Fock (HF), since they don’t consider the electron-electron in-
teractions, completely neglecting the Pauli exclusion principle. The HF method
in determining the ground state is found by solving the many-body Schrodinger
equation from approximating the wavefunction as a single determinant i.e. the
HF wavefunction. This results in an underestimation of the HF energy, which
can be trivial in certain cases where the system exhibits electron-electron in-
teractions such as atoms and molecules interacting via coulombic forces, high
temperature superconductors, certain magnetic materials, etc.

3 Computational Methods

In simulating the various CdS structures, VASP was used in the performance of
the various calculations to modify our desired structure, along with various dif-
ferent functionals. The approximation of interest is the Heyd-Scuseria-Ernzerhof
(HSE) approximation, which avoids the common pitfall of the generalized gra-
dient approximation (GGA) which comes with false occupancies i.e. false ferro-
magnetism. HSE06 has been shown to produce more accurate results over GGA
and local density approximation (LDA), producing more accurate calculations
for the band-gap energy; hence, giving a more accurate representation of the
semiconductor and its properties [10]. The advantages and disadvantages of the
different DFT functionals depends on the quantity being investigated. LDA is
advantageous when dealing with systems of uniform electron density, where the
spatial variation of the XC energy density can be neglected. Such systems could
include simulations of bulk materials (i.e. metals, semiconductors, etc.) and
simple molecules (hydrocarbons or diatomic molecules). Nonetheless, HSE06
provides strikingly accurate results in electronic structure calculation, i.e. the
bandgap energy calculated provides much closer approximation to the literature
value of the bandgap compared to LDA and GGA. Regardless, the structures
were relaxed (i.e. optimized to determine most stable configuration) using GGA,
followed by several modifications performed within VASP to further optimize
the structure. Atomic positions were allowed to change during the simulation,
as well as changes in cell dimensions to simulate different impurity levels. Be-
fore experimenting with the dopant system, the Perdew-Burke-Ernzerhof (PBE)
approximation (type of GGA) was used on undoped CdS to obtain references
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Impurity (ZB), 16 cell (ZB), 64 cell (WZ) 16 cell (WZ) 72 cell
B 3.00 3.00 1.75 3.00
C 2.00 2.00 2.00 2.00
N 0.75 0.81 0.70 0.75
Al 1.25 3.00 1.00 3.00
Si 2.00 2.00 1.00 1.00
P 1.00 1.00 1.00 1.00
Ga 1.47 3.00 1.25 3.00
Ge 2.00 2.00 0.75 2.00

Table 2: Magnetic moment (µB) calculated using HSE06

that can be used to compare to the doped structure. The obtained structure
was then processed using HSE06, with the addition of the dopant atom to yield
the results (see Table 3.).

4 Results

4.1 Structural Parameters

The structural parameters are important features in investigating CdS. For
(WZ) CdS, the chosen lattice parameters are a = 4.136 Å and c = 6.714 Å; for
(ZB) CdS, the chosen lattice parameter is a = 5.819 Å. Their specific arrange-
ment determines the various properties of each crystal structure. For instance,
the spacing between each atom is determined by the lattice parameters, which
affects the strength of the bonds and bond length. These spacing influences the
band structure, due to changes in the hybridization and orbital overlap, affect-
ing properties such as conductivity, bandgap, and optical absorption. This is
especially important when considering the introduction of impurities, since this
can result in changes in the spatial distribution of the dopant and altering their
interactions with the charge carriers.

4.2 Magnetic Properties

From Table 2., we note how the magnetic moments obtained for the two differ-
ent structures using HSE06 are quite similar, despite the (WZ) values being an
approximation given that the results were interpreted graphically. From this,
we can confirm that the magnetic moment isn’t affected by the lattice structure;
hence, our calculations can be performed on the symmetrical (ZB) structure.
This helps avoid the tedious calculation of the non-local Fock exchange inte-
gral. However, the lattice parameters noticeably affect the magnetic moment.
As seen in both structures, (WZ) and (ZB), the lower impurity concentration
cell displays a stronger magnetic moment than the higher impurity concentra-
tion cell. This phenomenon arises from various factors, notably the weakened
interaction between other impurities and the pure atoms, and the increased dis-
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Figure 3: Comparative display of GGA (blue) and GGA+U (green) band struc-
ture of pure CdS (WZ)

tance between dopant atom and their surroundings. This reduced interaction
and greater separation allows for a more pronounced magnetic moment without
getting damped as a result of coupled interactions with dopant atoms and their
surroundings, as is the case in higher impurity concentration cells.

4.3 Band Structure

The band structure is a key factor that must be analyzed to determine the
bandgap of the material. This property was determined for the undoped (WZ)
structure (see Figure 3) using GGA and GGA+U [11], in which a compara-
tive study was conducted between the band structure calculated using GGA
and GGA+U to demonstrate how DFT+U method is superior in specific cases.
This, of course, is a result of the ignorance of the self-interaction term, which
was corrected using the Hubbard parameter. The band gap obtained using
GGA and GGA+U is 1.10 eV and 2.40 eV, respectively. The values used were
Ud = 4.5 and Up =4.2 for Cd-d and S-p orbitals, respectively. This results in
a band gap of 2.4 eV, which is a significant improvement over the 1.10 eV ob-
tained using GGA. As seen in the band structure, there is a downward shift in
the valance band maxima when using GGA+U, which is reflected in the band
gap calculations. The conduction band remains the same for both methods;
where we note the upper conduction band consists of the Cd-p orbitals and
the lower conduction band consists of S-p orbital. Moreover, when determining
the bandgap of the doped structure, it is well known that such approximations
on doped systems would bring rise to various inaccuracies since the orbitals
are delocalized. Consequently, electrons flow freely through the structure with
nonuniform electron density, causing faulty ferromagnetism. This also results
in an underestimation of the bandgap, which is important in determining the
properties; hence, HSE06 was the chosen approximation used to calculate the
band-gap energy. However, hybrid functionals come at a computational cost
with a much slower rate to obtain results. HSE06 also requires additional calcu-
lations for the (WZ) structure of CdS, primarily because of its a less symmetrical
structure, requiring the calculation of the non-local Fock exchange integral to
account for the coulombic repulsion between electrons in different regions of the
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Cell Size GGA (eV) HSE (eV) Literature Value (eV)
WZ CdS 1.11 2.16 2.4 [4]
ZB CdS 1.05 2.06 1.7 [4]

Table 3: Caption

lattice (long range interactions).

4.4 Density of States (DOS) and Partial DOS

The Density of States (DOS) was also an important quantity that was inves-
tigated, which is important when discussing the magnetic behavior of doped
systems. The band structure determines the overall shape and characteristics
of the DOS, e.g. the peaks in the DOS correspond to energy levels/bands in the
band structure with a high concentration of electron density. For second period
substitutions (C, B, N), carbon was the only dopant seen to exhibit magnetic
moment as a direct result of the Fermi energy lying within the peak of the DOS
(see Figure 4.), because of the electron vacancies. These vacancies represent an
energy level in the bandgap of the material where an electron could potentially
be found. Furthermore, the interaction between the impurity states and the
electron vacancies plays a major role in the shape of the DOS near the Fermi
level. Impurity states arise because of doping, leading to hybridized states that
resonate with the electron vacancies, which manifests in the formation of en-
ergy peaks within the DOS near the Fermi level. These peaks represent an area
of higher electron density, where the electrons are more likely to be observed.
This intense peak of the DOS near the Fermi energy satisfies the Stoner criteria
(condition for ferromagnetism); consequently, the p-orbitals split magnetically,
leading to the manifestation of a magnetic moment as seen in the case of carbon-
doped CdS. This same reasoning can explain the magnetic moments observed
when other dopants are used, as well as the unsaturated magnetic moment found
in Silicon and Germanium in the higher concentration supercell due to the lower
intensity of DOS at the Fermi level. In lower concentration supercells (64- and
72-atom), the increase in distance between impurities results in a diminishing
of coupled interactions; consequently, increasing the magnetic moment of most
dopant systems. Nitrogen was the exception to this, since its coupled inter-
actions were still notable because of the proximity between the impurity and
the NN; thus, diminishing the magnetic moment. Additionally, the partial and
total density of states was determined, which are important factors in under-
standing the electronic structure and magnetic behavior of the doped CdS. The
total density of states is broken down into the individual contributions of each
specific atomic orbital (s, p, d, or f) in the structure being analyzed. In the
carbon doped system, the coupling between the Sulfur p orbital and Cadmium
d orbital resonates with the impurity. From Figure 4., we see how the carbon-p
spins aren’t degenerate (spins aren’t aligned). This is displayed by the splitting
of energy levels for spin-up and spin-down, which results in a magnetic moment
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Figure 4: Total (a) and Partial DOS (b, c, d) of Carbon doped CdS

as seen in the case for C-doped CdS. The electron density is found to resonate
around the Fermi level, which is a result of coupling interactions. Interestingly,
the boron and aluminum doped systems in lower impurity concentration also
exhibited a magnetic moment, resulting from the polarization of the valence
band where, unlike the vanishing magnetic moment calculated in higher impu-
rity concentrations. The dopant atom introduces electronic states within the
band structure, which results in both magnetic and insulating properties, origi-
nating from the p-electrons. Additionally, the number of interactions that occur
between the impurities and the neighboring atoms is significantly less than in
the higher impurity concentration, which amplifies the magnetic moment.

4.5 Interplay of structural, electronic, and magnetic prop-
erties

As discussed previously, the structural parameters used directly affect the ma-
terials electronic and structural properties, such as the bandgap, DOS, band
structure, etc. Furthermore, from the band structure, the conduction band
minima can determine the materials conductivity and optical properties. Under
incident light, photons with energy greater than the valance band maximum (h
¿= EVB) excite electrons from this band to the conduction band, which results
in optical absorption [12]. This introduces photo-induced carriers —electrons
or holes— which contribute to the electrical current produced by a photodi-
ode in response to light (or photocurrent). If the incident light has an energy
below the valence band maximum, then the corresponding energy is converted
to electrical power and is still used to generate photo-inducted carriers and
photocurrent. When considering the doped CdS, this transition occurs more
readily since this introduces additional impurity levels, which allow electrons
to transition to the conduction band more readily and the generation of photo-
induced carriers. These excited electrons become entrapped in the impurity
levels, which contributes to the photocurrent. As expected, introducing impu-
rities alters the electronic properties, such as the bandgap, of the structure,
which explains the lower responsivity and operating speed of the material. In-
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Figure 5: Temperature dependence of absorption in CdS films

terestingly, the magnetic properties arising from introduction of impurities in
CdS influence the excitonic behavior of the material, which reveals a lot about
its optical properties. An exciton is a bound state of an electron and a hole,
formed due to their coulombic interaction, where the collective interaction of
these excitons is called a quasiparticle. An electron in the conduction band
can recombine with a hole in the valence band, which causes the emission of
a photon. Moreover, it is well known that for CdS, the photons emitted are
in the visible spectrum when transitioning [13], more notably in larger wave-
lengths of lower frequency (500 – 520 nm). As seen in Figure 5, the temperature
dependence of absorbance/transmittance in CdS films increases with increasing
temperature and is shifted to a greater extent towards the visible range. This
broadening in absorption in the visible spectrum can be attributed to the nar-
rowing of the bandgap, allowing electrons in lower energy bands to transition
more easily to the conduction band; hence, broadening of the range of absorbed
wavelengths/photons. Moreover, alterations in the band structure due to dop-
ing result in shifts in the absorption and emission spectra of the material, which
further narrows the bandgap and improves electron transitioning from the VB
to the CB. Consequently, this broadens the absorption/transmission in the vis-
ible range, which is of particular interest in the photocatalytic H2 generation
[14].

4.6 Defect Formation Energy (DFE)

Another additional value was calculated is the defect formation energy, which
tells use the ease with which we can incorporate a dopant atom into the crude
lattice. It takes various factors into account to determine the value; the total
energy resulting from the replacement of sulfur with the dopant, the total energy
of the undoped structure, the number of sulfur atoms replaced, and the chemical
potentials of Cd and S. This value was calculated for both (WZ) and (ZB) in
both high and low dopant concentration and the calculated DFEs gave very
similar results, meaning that these values are independent of the lattice structure
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since the structure doesn’t influence the values. Interestingly, it was found that
most of the DFEs were relatively low, except Aluminum and Gallium, with
values greater than 4 eVs, which makes them more difficult to synthesize.

5 Conclusion

In the investigation of doping main group impurities into CdS, hybrid functional
HSE06 predicted magnetic moments when CdS was doped with B, C, Si, P, and
Ge at both high and low concentrations. A key finding is that the magnetic mo-
ment manifested due to the stabilization of the holes introduced through doping
and their interaction with p-electrons, rather than through interactions with d-
electrons. In Al and Ga doped structures, there is an unsaturated magnetic
moment in higher impurity concentrations due to the lower extent of inter-
actions between the impurities and the atoms, but still maintains insulating
properties due to the fact the Al and Ga have stronger interactions with the
atoms than the other dopant atoms. Additionally, the doping of such materials
greatly affects its optical and electronic properties, which arises from the im-
purity levels introduced in the bandgap, which makes it easier for electrons to
jump to the conduction band. Consequently, this broadens the absorption in
the visible spectrum, more specifically, at the higher wavelengths in the region
associated with red, more commonly referred to as the redshift. These various
properties exhibited by crude CdS and doped CdS bring rise to several appli-
cations in the present and near future, including solar energy, optoelectronics,
photocatalytic H2 generation, quantum dots, and myriad other applications.
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